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Abstract—A three-dimensional envelope-finite element (EVFE)
technique is proposed to solve the transient responses of general
microwave passive structures. EVFE simulates the signal envelope
rather than the original signal waveform by de-embedding the
carrier from the time-domain wave equation. The sampling rate
of the time-domain waveform is only governed by the Nyquist
rate of the envelope, rather than that of the carrier in traditional
time-domain simulators. Compared to traditional finite-element
time-domain (FETD) methods, the computational cost can be
dramatically reduced when the signal envelope-to-carrier ratio is
very small. It also provides much higher computational efficiency
than frequency-domain finite-element methods for simulating
frequency responses over certain bandwidth. This technique
is applied to solve a waveguide structure with a dielectric post
discontinuity and a microstrip patch antenna. The accuracy
and efficiency is demonstrated and compared with traditional
unconditionally stable FETD methods.

Index Terms—Envelope simulation, finite-element time-domain
method, full-wave approach, time-domain modeling.

I. INTRODUCTION

A S THE COMPLEXITY of microwave circuits and
operating frequencies increase, development of com-

puter-aided design (CAD) tools to efficiently and accurately
predict performance of high-frequency circuits is in higher
demand. Most commercial design tools are based on a circuit
approach, in which the -parameter matrix and the har-
monic-balance method are applied by dividing the circuit into
small elements and cascading the characteristic of each element
to obtain the overall system performance. Consequently, the
electromagnetic (EM) effects such as surface wave leakage,
coupling between closely spaced components or subsystems,
and packaging effects are ignored or approximated at best.
Successful high-frequency circuit design requires full-wave
analysis, which includes electromagnetic effects by solving
Maxwell’s equations and taking into account the above EM
interaction.

Most full-wave numerical methods for characterizing EM
effects require extensive computer resources. In the last few
years, there has been a significant improvement in both com-
puter resources and EM simulation techniques so that the use
of full-wave EM simulators becomes economically viable.
Commercially available EM simulators consist mainly of two
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types: frequency domain and time domain. The first includes
the 2.5-D solvers based on the method of moments and the
three-dimensional (3-D) solvers based on the finite-element
method (FEM). However, with the increasing size of systems
with complex spectral behavior, solving problems at many
discrete frequency points with sufficient resolution can be
very time consuming. The second type of EM simulator is
the finite-difference time-domain (FDTD) technique. The
FDTD method, first introduced by Yee [1], has been the most
popular method for the simulation of the transient EM wave
phenomena for the past few decades. The FDTD method
shows great promise in its flexibility in handling a variety of
circuit configurations, such as filters, microstrip transitions,
bond wires, bridges, etc. [2], [3]. It was later successfully
implemented to solve several nonlinear microwave circuits,
including crosstalk and packaging effects [4], [5]. The most
important benefit of time-domain analysis is that a broad-band
pulse can be applied as the excitation so that broad-band fre-
quency-dependent scattering parameters can be calculated from
a single computation. Despite its programming simplicity, it
has suffered from the staircase approximation when the method
is applied to geometries with curvature and/or fine features [6].

Although less popular, the finite-element time-domain
(FETD) method has some important advantages over the
standard FDTD method. Since the grid is unstructured, it
offers superior versatility in modeling complex geometries.
Furthermore, the use of vector elements [7] provides a very
natural way of enforcing tangential continuity to the electric
field and normal continuity to the magnetic flux density at
material interfaces, thus further enhancing modeling accuracy.
Several variants of FETD have been proposed and implemented
in [8]–[13]. Wong’s technique [12] has been extended by
Chang et al. [14] and provided solutions of a microwave
amplifier and an injection-locked oscillator. Among those
FETD techniques, the time derivatives were approximated
by a difference scheme, resulting in an explicit time-domain
scheme. Therefore, the methods described above are only
conditionally stable with time steps which are typically equal
to, or smaller than, those imposed by the FDTD technique.
An implicit time-domain scheme, on the other hand, involving
one-time matrix inversion and field updating of every time step,
has been developed by Gedney and Navsariwala [15] for the
solution of the second-order electric-field Maxwell’s equations.
For the field approximation, the use of the one-form Whitney
element [7] gives degrees of freedom associated with its edges
because it only enforces tangential continuity of vector fields.
The second-order differential time-dependent formula employs
a time-integration method based on the Newmark–Beta method
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[16]. With appropriate values of the parameters controlling the
accuracy and the stability of the scheme, the Newmark method
yields an unconditionally stable scheme with second-order
accuracy [15], [17]. The extended technique, called the un-
conditionally stable extended (USE) FETD method [18], was
implemented to solve a microwave amplifier and illustrated a
significant improvement in computational efficiency over the
conditionally stable FETD method in terms of CPU time.

The envelope finite-element (EVFE) technique recently
proposed by Wanget al.[19] is an even more efficient full-wave
time-domain modelingscheme.When the unconditionally stable
FETD scheme is applied to solve a problem which has a much
narrower signal bandwidth than the carrier frequency, the time
step is still constrained by the maximum operating frequency,
andmuchcomputation time isunnecessarilywasted.Byadapting
the concept of envelope simulation, this computation expense
can be saved. The circuit envelope technique has been recently
introduced in [20] and exploited in HP EEsof’s ADS and MDS
circuit design software. By discretizing and simulating the signal
envelopeson the defined carrier, theenvelopewaveform has to be
sampled faster than only the Nyquist rate of the signal envelope.
This method has been proven to be much more efficient than
transient simulators like SPICE for narrow-band cases. A similar
concept is introduced to solve the time-domain wave-propaga-
tion equations in [19], which results in a new type of transient
electromagnetic solver, the so-called EVFE technique. The
excitation and unknown fields are represented by a modulated
format. The carrier signal is then de-embedded from the time-do-
main wave equation so that only the time-varying complex
envelopes of the electromagnetic waves are simulated. Since
only the signal envelope needs to be sampled, a much sparser
time step can be used than in the FDTD or FETD techniques,
which results in much higher computation efficiency when the
envelope-to-carrier ratio is small.

This paper extends the EVFE technique as a 3-D full-wave
solver for microwave passive structures. The detail EVFE for-
mulation is presented in Section II. To confirm the validity and
efficiency, the frequency-dependent scattering parameters have
been calculated for a guided wave structure and a line-fed rect-
angular patch antenna. Calculated results are compared with
other numerical techniques, such as FEM, FDTD, and uncon-
ditionally stable FETD in Section III. Finally, conclusions are
drawn in Section IV.

II. FORMULATIONS USING ABSORBING BOUNDARY

CONDITIONS (ABCS)

This section derives the formulation of the EVFE technique
in three dimensions. The computational domain is terminated
by first-order ABCs.

A. EVFE Formulation

The general time-harmonic form of the second-order electric-
field Maxwell’s equations in a lossless region is

(1)

where and are the permittivity and per-
meability, respectively and denotes an applied current density

inside the solution domain. If the operational frequency band-
width is narrow, then the first-order ABCs based on the trav-
eling-wave assumption can be used to terminate the boundary.
The Silver-Muller condition (first-order ABCs) used in FDTD
or FETD can be expressed as

(2)

where the unit vector represents the outward surface normal
to the boundary and is the wave velocity traveling toward
the boundary. By defining the carrier frequency,, the field
component and the current density can be written in a modulated
signal format

(3)

where and are the time-varying complex envelopes
of the electric field and the excitation current at the carrier fre-
quency, respectively. Substituting (3) into (1)–(2) and dividing
both sides by yields the envelope equation

(4)

The ABC equation in the EVFE simulation becomes

(5)

The inner product of (4) with a testing function leads to a
weak integral form given by

(6)

where the volume represents the truncated solution domain
containing an arbitrarily shaped 3-D discontinuity. The surface

denotes all open surfaces. To solve (6) numerically, we dis-
cretize the space domain with tetrahedral elements and express
the envelope field in terms of basis functions associated with the
edges of the elements as follows:

(7)

where is the total number of the edges. , a one-form
Whitney element [7], is the vector basis function associated with
edge , and and are the circulations of the electric field
and the current along the edge, respectively. The application
of Galerkin’s process results in a system of ordinary differential
equations

(8)
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where and are the vectors and , , , and are
time-independent matrices. Those terms are given by

The discretization in the time domain is based on the New-
mark–Beta formulation [16]

(9)

where is the discrete-time representation of
. Gedney [15] has proven that unconditional stability for

the FETD technique is achievable by choosing the interpola-
tion parameter . The unconditional stability condition
for EVFE techniques, derived by Wang [19] in a similar way,
is satisfied only when . By choosing , an un-
conditionally stable EVFE update scheme allows the time step
to be chosen in order to give a specific accuracy without being
constrained by the mesh size. Therefore, the resulting update
scheme is

(10)

The resulting equations are solved using multifrontal sparse
Gaussian elimination.1 For each time step, the updating of the
electric field requires solving a matrix equation of the type

, where is a well-conditioned positive-definite
sparse matrix. Since this matrix is not time dependent, it can be
factorized and inverted only once before time marching.

B. A Simplified Source Excitation for the Time-Domain
Method

Choosing a proper source excitation scheme is one of the crit-
ical factors in successful EM simulators. Rigorously, one needs
to have prior knowledge of the transverse-field distribution to
launch a proper propagation mode, either by using analytical
approaches, or by running a preliminary simulation to obtain
the correct transverse-field profile. However, if we allow a cer-
tain distance between the source and the observation points, it is
more effective to use pulsed signal source and still realize suc-
cessful excitation of the desired propagation mode. We adapt a
simplified source-excitation technique proposed by Zhao [21]

1Provided by the Harwell Subroutine Library, AEA Technology, Oxfordshire,
U.K.

Fig. 1. Dielectric post discontinuity in a rectangular waveguide.
a = 22:86 mm, b = 10:16 mm, c = 12 mm, d = 6 mm, and the
dielectric constant of the slab" = 8:2. [24].

for the FETD and EVFE methods, and excite only several elec-
tric probes uniformly at several cells away from the near-end
boundary inside the EM grid. All the other field components at
the remaining part in the source plane are left “free-running” and
updated by the FETD or EVFE equations. This simplified exci-
tation scheme is different from both Sheen’s [2] and Zhang’s
[22] approaches. The assumption of artificial PEC or PMC wall
which induces dc source distortions is not a necessity, and ABCs
can be applied directly without any special treatment.

III. SIMULATION RESULT

A FORTRAN code based on the 3-D EVFE formulation given
in Section II has been implemented. To confirm the validity and
efficiency of the proposed technique, in this section we apply the
FETD and EVFE schemes to analyze waveguide and microstrip
discontinuities. Because of the unconditional stability, the time
steps in FETD and EVFE are all only constrained by the Nyquist
rules.

A. Waveguide Discontinuities

The simulation structure is a rectangular waveguide with a
dielectric post discontinuity shown in Fig. 1. The same geometry
was analyzed by Wanget al. using FEM [23]. The waveguide
has a width mm and height mm. The
dielectric post has a height equal to that of the guide, a width

mm, and a length mm. The dielectric constant
of the post is 8.2. The excitation of an electric probe consisting
of a modulated Gaussian pulse is applied in between the ABC
boundary and the discontinuity to excite a mode inside
the waveguide. The carrier frequency is GHz, and the
half bandwidth is GHz. The EVFE excitation in (3)
is represented as

(11)

where , and . In FETD, a modulated
Gaussian pulse defined by

(12)

is applied.
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TABLE I
COMPUTATION TIMES OF THE STRUCTURE IN FIG. 1

ON AN AMD 1.2-GHZ PC MACHINE

Fig. 2. Reflection coefficient of the dielectric post discontinuity in a
rectangular waveguide.

The waveguide is terminated with simple first-order ABCs,
located far away from the dielectric post discontinuity. The
mesh sizes are mm, and

ps, if imposed by the stability criteria of the
FDTD technique. The number of tetrahedrons in the finite
element region is 72 373. A comparison of computational
time between the unconditionally stable FETD method and
the EVFE method is listed in Table I when the simulation is
executed with a PC with a 1.2-GHz AMD Athlon Processor.
The unknowns in FETD are real numbers, but are complex
numbers in EVFE. Thus, the matrix inversion in the latter
method requires more time. The time steps are 5 ps in FETD
and 25 ps in EVFE. Since the two simulations have the same
time duration, the total number of time steps is reduced from
1200 in unconditionally stable FETD to 240 in EVFE.

Fig. 2 shows the magnitude of and in the spectral do-
main for the structure shown in Fig. 1 using the unconditionally
stableFETDmethodandtheEVFEmethod.Fig.3showsthetran-
sient response of incident, reflected, and transmitted waves. The
resultsshowthat in thiscase the timestep in theEVFEmethodcan
be chosen to be five times larger than that in the unconditionally
stable FETD method to obtain the same quantitative accuracy.

B. Microstrip Discontinuities

For microstrip circuits, the line-fed rectangular microstrip an-
tenna shown in Fig. 4 is analyzed. The antenna is printed on an

Fig. 3. Transient signal and envelope response of incident, reflected,
and transmitted waves of the dielectric post discontinuity in a rectangular
waveguide. The electric field is obtained by the FETD method and the field
envelope is obtained by the EVFE method.

Rogers Duroid substrate with and height, 31 mil. This
structure is first analyzed by Sheenet al. [2] using FDTD, then
compared by Polycarpouet al. [24] using FEM. The compu-
tation effort reported is as follows. For wide-band simulation
from dc to 20 GHz, the FEM is more computationally inten-
sive than the FDTD method. Polycarpouet al.[24] has reported
that the computational time for FEM was approximately 30 min
per frequency point in the lower frequency range and 15 min
per frequency point in the upper frequency range on a 370 IBM
RISC/6000 UNIX workstation. Sheen’s FDTD code [2] was run
on a Silicon Graphics Power Indigo2 workstation with an R8000
processor and the computation time required is around 45 min
with ps and 8192 time steps.

1) Wide-Band Circuit Simulation:To verify the algo-
rithm and compare the computation effort, the geometry was
run using both the unconditionally stable FETD and EVFE
codes for a wide frequency range from dc to 20 GHz. The
mesh sizes, bigger than those suggested in [2] and [24], are

mil, mil, mil, and
ps if the stability criteria of the FDTD technique

is imposed. The rectangular patch antenna is 13 16 .
The resulting finite-element mesh consists of 625 36 5
tetrahedral elements and a total of 33 141 unknowns. The
source plane is located at mil, and three vertical
electric probes are excited between the microstrip fed line and
ground plane. The observation is located at mil.

The excitation applied in EVFE is the same form as (12), but
to compared with FETD, the parameters are changed as

GHz, GHz, ps GHz , and
. A nonmodulated Gaussian pulse applied in FETD is given

as

(13)

where GHz, ps GHz , and .
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Fig. 4. Simulated dimension of line-fed rectangular microstrip antenna. (N is the mesh number.).

(a)

(b)

Fig. 5. Transient response at the input port of line-fed rectangular microstrip
antenna. (a) Electric field simulated by FETD, with�t = 2ps. (b) Electric-field
envelope simulated by EVFE, with�t = 5 ps.

Fig. 5 shows the corresponding transient response at the input
port of the microstrip antenna. A comparison of the input re-
turn loss obtained using the FDTD, FEM, FETD, and EVFE
methods is shown in Fig. 6. We choose ps and 3000
steps in FETD. For EVFE, ps and 1200 steps are used.
The simulation is done on an AMD 1.4-GHz PC Machine. The
results show a fairly good agreement with the FEM and the
FDTD method. The total computation time obtained by either
the FETD or EVFE method is only approximately 10 min for
the over-all simulation. If the mesh element preprocessing time

Fig. 6. Return loss of the rectangular antenna from dc to 20 GHz.

and matrix inverting time is excluded, the average simulation
time for each time step is 0.4 s in EVFE and 0.175 s in FETD.

If the frequency band of interest is much smaller than the
carrier frequency, then we can use a bigger time-step size and
reduce computation time significantly.

2) Narrow-Band Circuit Simulation:To illustrate the effi-
ciency of EVFE, a narrow-band analysis of the fundamental ra-
diation frequency is demonstrated and compared with FETD.
The excitation parameters in (11) and (12) are GHz,

GHz, , and . To have a good
frequency resolution, every transient simulation is executed in
the same time duration, 10 ns. Fig. 7 shows the input return
loss from FETD and EVFE at different time step sizes. From
this analysis, FETD with 5-ps step size and EVFE with 100-ps
step size give an accurate prediction of the radiation frequency.
Based on the Nyquist theory, the sampling rates of FETD and
EVFE are inversely proportional to the maximum operational
frequency and the half bandwidth, respectively. Thus, the max-
imum time-step size in EVFE should be around 5.6 times larger
than in FETD in this analysis. However, the result of this ex-
ample shows the maximum time step in EVFE is bigger than
the step allowed by the Nyquist theory. This is because the
EVFE technique samples the slowly varying signal envelope
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Fig. 7. Return loss of the rectangular antenna in narrow-band simulation. (dt

is the time step size andNT is the time-step number.).

TABLE II
WIDE-BAND COMPUTATION TIMES OF THE MICROSTRIPANTENNA

BY AN AMD 1.4-GHZ PC MACHINE

rather than the fast oscillating signal waveform, so that the dis-
persion error in EVFE is less serious than other time-domain
approaches. Wanget al.[19] has shown that EVFE has the min-
imum numerical dispersion error at the carrier frequency by cal-
culating the resonant frequency of a 2-D rectangular cavity. As-
suming a perfect spatial discretization scheme, the relationship
between the dispersion error and time domain discretization for
the 3-D FETD and EVFE methods are predicted as follows:

Error in EVFE (14)

Error in FETD (15)

where is the operation frequency and is the carrier fre-
quency. The FETD method can be considered as one of the spe-
cial cases of the EVFE with carrier frequency at dc and the dis-
persion error increases as frequency increases. Therefore, the
EVFE method gives better performance overall in dispersion
error than the FETD method assuming the carrier frequency is
appropriately defined at the center of the frequency of interest.
In the above analysis, the solution of EVFE around the carrier
frequency 7 GHz suffers less dispersion error than the FETD
analysis so that choosing a larger time-step size still gives us

a fairly accurate result. When we increase the step size to 120
ps, the solution is also stable, but the corresponding radiation
frequency shifts due to increased dispersion error. The overall
computation times for the same accurate results are around 8
min in 2000 time steps using FETD and 2 min 48 s in 100 steps
using EVFE. Table II lists the computation effort of the patch
antenna in details.

IV. CONCLUSION

Based on the unconditionally stable FETD method, the
3-D EVFE has been implemented by sampling signal-field en-
velopes. This technique has been applied to solve a guided-wave
structure and a microstrip patch antenna. The scattering param-
eters have been verified by the comparison with results from
FDTD, FETD, and FEM. It has a number of advantages over
other numerical techniques, including geometric flexibility in
modeling curved surfaces and inhomogeneous materials, better
efficiency in broad-band simulation than frequency-domain
techniques, better efficiency in narrow-band simulation than
other time-domain techniques by using a larger time-step
size because of unconditional stability, the envelope sampling
concept, and less dispersion error. This paper has shown that
the EVFE method can improve the computation efficiency
of the unconditionally stable FETD method by more than a
factor of the carrier-to-envelop frequency ratio. When the need
for microwave circuit simulators and CAD tools is increasing
with the development of a wide range of commercial products
operating at a high frequency, this method becomes the best
candidate for cost-effective full-wave simulation. Finally,
this technique can be easily extended to incorporate lumped
microwave circuits by using the method introduced in [18].
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